
A constrained RL control policy for contact-rich 
non-prehensile mobile manipulation

ioannis.dadiotis@iit.it

• Push heavy/bulky objects to planar goal (x, y, yaw)
•Unknown object properties, only observe object 6D pose

Approach

• Push policy observations: proprioception, object 6D pose, 𝛼𝑡−1 
•Actions: arm joint position targets  𝒒𝑗,𝑎𝑟𝑚

𝑐𝑚𝑑  + 6D base motion  𝒖𝑏𝑎𝑠𝑒
𝑐𝑚𝑑

• Pre-trained 6-DoF locomotion policy (frozen network) [Miki et al, 2024]
• Sim-to-real RL using Nvidia IsaacLab/IsaacSim

•Constrained PPO proposed in [Chane-Sane et al, 2024]
•Constraints: Action limits, actuation limits, undesired collisions, 

object balance
•Curriculum learning to progressively impose constraints

The challenge •Complex, unknown frictional interactions
• Simultaneous locomotion and manipulation
•Need to dynamically make and break contact (contact-rich motion)
•Maintain object balance (avoid toppling)
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Reactively adapting the pushing location to keep 
the object balanced

Results

Interaction between the arm EE and 
object surface

Object

Goal

𝑤𝒑𝑜𝑔

𝑤𝒑𝑒𝑟 𝑤𝑣𝑜

Minimize difference between current and previous actions

Object velocity towards goal 
(only direction)

Position and orientation matching through keypoints’ distance

Oriented Bounding Box

𝑤𝑲𝒊: concatenated keypoints’ position

Rewards

Constrained RL formulation

Contact-rich behavior Pushing location for objects with 
different base (xy-footprint)

Robustness with object of different material (Plastic, 
Cardboard, Wood), shape (CUboid, CYlinder) and size
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Domain randomization
•Randomize object mass, shape, dimensions, friction, CoM position
•  Episode start: randomly sample object pose, goal pose, robot 

pose, and arm joint configuration 
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